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ABSTRACT  

If we act in accordance with a rule, do we know whether 

or not we are acting rationally? With his famous billiard 

ball example, Hume pointed out there is nothing in 

perception that can account for the phenomenon of one 

billiard hitting another into a pocket, although we expect 

it to be the case. Statistical inference, which is much more 

sophisticated than Baconian simple enumerative 

induction, relies upon “models”. These aid us in 

visualizing “patterns” we see in “nature”, for the most 

part. We have the Gaussian distribution, binomial 

distribution, the chi-square, and so forth. Bayes’ theorem 

offers contemporary inductivists two great benefits to 

counter a charge that we are creating inferential patterns 

out of dust—PUNs, to put it bluntly. In the greater scope of 

probability theory, it may be argued that parametric tests 

and frequentist methods fall into Hume’s trap by 

assuming certain distributions exist in nature.  This is a 

short paper arguing that subjectivist Bayesian 

epistemology avoids skepticism when viewed through the 

right lens. 
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I. Is Induction Rational?  

Hume notoriously left philosophy in an awkward predicament. To condemn induction 

completely doesn’t seem to be in step with the current philosophical literature. This was 

Popper’s route,1 and it was met with stern criticism. For example: “most scientific evidence does 

not bear the logical relationship to theories Popper envisaged” (Howson & Urbach, 2006, 4). 

Even with the use of syllogistic logic, to have universal generalizations, there needs to be a point 

where the reasoner must rely upon induction, and it would be irrational to think deduction offers 

a way out. If Hume is right, the only possible justification for the use of induction would be a 

principle of uniformity of nature (PUN). In both the Treatise and the Enquiries, Hume argued as 

an empiricist that such a principle would need to be informed by observation.   

As methods developed, more questions arose. Some have suggested that inductive circles in 

logic may be benign (Norton, 2021). Furthermore, we may ask if conditionalization with the use 

of Bayes’ theorem is sufficient for our belief in its rationality. If induction has been beneficial, 

shouldn’t its use be continued?  Saint-Mont argues that Hume’s vague idea of “some uniformity 

of nature” can be formalized using logical notation (Saint-Mont, 2017, 35). He phrases the main 

gripe in A Treatise of Human Nature as follows:  

“All probable arguments are built on the supposition that there is this conformity betwixt the 

future and the past, therefore can never prove it. This conformity is a matter of fact, and if it must 

be proved, will admit of no proof but from experience. But our experience in the past can be 

proof of nothing for the future, but upon a supposition, there is a resemblance betwixt them.” 

(Saint-Mont, 2017, 35) 

Pragmatists have many things to say that dovetail nicely with Bayes’, surprisingly. We might 

agree with Peirce that we don’t want to accept Hume’s skeptical solution of a psychological 

propensity. He admonishes us that the point of philosophy is to achieve certainty, not to end in 

doubt (Peirce, 1877, 5). If there is a cash value to our use of a rule, and there is not one when we 

discontinue, should we not use it?  If the answer is no, then we ought to continue, and it is 

rational to do so according to William James’ cash-value criterion, which I will hereby accept as 

a provisional assumption for this paper. If a belief brings us into contact with our desired termini, 
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James would go so far as to call it true  (James, 1907, 141-155).  However, for the time being, let 

us just assume:  i) that induction is used in the sciences; ii) that its use has shown cash value; iii) 

if James is right, it is rational to continue to use induction, rather than to discard it. Hume’s 

position is as follows: 

“That there is nothing in any object, considered in itself, which can afford us a reason for 

concluding it; and, that even after the observation of the frequent or constant conjunction of 

objects, we have no reason to draw any inference concerning and inference beyond those of 

which we have had experience. [. . . ] If reason determined us, it would proceed upon that 

principle that instances, of which we have had no experience, must resemble those, of which we 

have had experience, and that the course of nature continues always uniformly the 

same.”  (Selby-Bigge, 1888, 152) 

II. The Principle and Where it Fits 

Keeping in mind i-iii above, the onus might be on the inductive skeptic. For us to reason from 

past experiences to future experiences, Hume argued we needed some sort of principle (PUN) to 

support the practice.  In statistics, the same may hold for inferences from a sample to a 

population. To be sure, he does offer some way out in saying that induction is a psychological 

propensity, although we must keep in mind Hume’s stance is counter to Bacon’s in the Novum 

Organum. This was the first major explication of the inductive method, published originally in 

1620. Bacon argued that this was the only way to discover new sciences: 

“The syllogism consists of propositions; propositions of words; words are the signs of notions. If, 

therefore, the notions (which form the basis of the whole) be confused and carelessly abstracted 

from things, there is no solidity in the superstructure. Our only hope, then, is in genuine 

induction.” (Bacon, 1902, 8) 

The syllogistic method promoted by Aristotle only led to philosophical stagnation, according to 

Bacon’s analysis. Statistical methods are a more sophisticated version of inductive inference. 

The Gaussian distribution allows statisticians to make certain predictions from past instances. 

According to the central limit theorem, the closer we get to ∞ on a Bernoulli trial, the better the 

chance our predictions about a population having a certain characteristic are accurate. Let us take 
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Adolphe Quetelet's example of a sample size of 5738 Scottish militiamen in representing the 

greater population (Quetelet, 1846, 400). This leads us to our problem.  

The argument sketched above stipulated we needed something in observation attending to our 

reasonings from cause and effect.  If we infer from the sample to the greater population, the 

probability that the next Scottish militiaman has a certain chest measurement, according to the 

binomial distribution, will follow a certain pattern, assuming an appropriate sample size. Is it 

possible for a philosopher, given a margin of error, to judge that probabilistic reasoning has 

provided consistent, reliable results in the past, as we argued previously with the pragmatists? 

This would be counter to the skeptical conclusion. 

Skepticism holds that we have no reason to think that nature operates in a way such that there is 

a .5 chance that the next Scottish militiaman I observe will have a chest measurement greater 

than size n. I argue that it is more rational to rely upon an inductive practice than not. What is (a) 

the probability that Hume’s assessment that induction is irrational, versus (b) the probability that 

the next raven I see will be black (to use another textbook example)? For us to endorse a fully 

Humean inductive skepticism, the probability of (a) should be higher than (b). Ironically, this is 

roughly the same type of reasoning he employs against miracles in Section X of An 

Enquiry Concerning Human Understanding, and it directs our attention to the rational status of 

induction itself. He refers to the principle inherent in this reasoning as contrariety (Selby-Biggie, 

1748, 578). 

III. Statistical Inference and Bayes 

That a sceptical conclusion is not entirely warranted should be abundantly clear, and we can 

approach the argument in various ways.  Bayesian reasoning is based on betting behavior. This 

account contrasts with the frequency interpretation of probability. To see wherein probabilistic 

concepts may resemble PUNs in general, we ought to take our cue from classical statistics. The 

ontological commitments of subjective Bayesians remove them from certain Humean concerns 

raised by PUNs. Classical theories of statistics are often called frequentist. Some notable 

frequentists are Antoine Augustine Cournot, John Stuart Mill, John Venn, von Mises, 

Reichenbach, and Neyman. The differences between the two views highlight how a change in 

probabilistic methods may avoid the problem of induction. Bayesians concentrate upon degrees 

https://www.bing.com/search?q=An+Essay+Concerning+Human+Understanding&filters=sid%3af3f97de5-f9fd-5def-0024-fa9f0f3d8ccc&form=ENTLNK
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of belief, frequentists upon limiting relative frequency. Keynes, Ramsey, and Jeffreys fall under 

the Bayesian camp.  A parameter is a fixed constant or a random variable. The frequentists 

require a fixed variable, Bayesian reasoning does not. There are other reasons for adopting the 

latter as well.  

There are a few arguments against Bayesian reasoning as a solution to the problem of induction. 

The objectivist version of Bayesianism seems to possess a few difficulties. Whilst the 

subjectivist calculates degrees of belief based on betting behavior, the objective version is 

putatively considered dogmatic, requiring two extra constraints. Even with a subjectivist version, 

there are rival accounts on how to deal with the problem of induction. Falsificationism, for 

example, relies upon corroboration rather than verification. Popper argued that scientific 

discovery followed the logical pattern of modus tollens, which is deductive. "Induction, i.e. 

inference based on many observations, is a myth. It is neither a psychological fact, nor a fact of 

ordinary life, nor one of scientific procedure" (Popper, 1963, 53).  

Another problem falls across the board. The problem of prior probability, which is widely cited, 

is a chimera, and there is more than one. John D. Norton points out a unique problem for Bayes 

in that if H is set to 0, then no amount of evidence E can help us to reach a statistic. It might be 

conjectured whether or not H being 0 as a hypothesis could have anything going for it.  Could 

empirical instances of a phenomena cause an H to appear in a sentient mind? Can something 

come from nothing? That would be interesting, and thoughts toward a Lockean tabula rasa may 

perhaps spring to mind as kneejerk reaction. Philosophers of mind might have something to say 

about the argument. Norton writes: “Once P(H) = 0, Bayes’ theorem (B) requires P(H|E) = 0 for 

all admissible E. (Conditionalizing on evidence E for which P(E) = 0 leads to an undefined 

posterior P(H|E).) It follows that for any H′ =∼H for which P(H′ ) = 1, P(H′ |E) = 1 as well” 

(Norton, 2011, 430). 

That a prior probability is set to zero is attributed to Popper, and is considered an “historical 

curiosity” (Zabel, 2011). The obvious answer to this is noninformative priors. Conditionalization 

is a process wherein the subjective personal degrees of belief of two or more researchers in the 

field may converge upon the same probability whilst using the theorem.  
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IV. Parametric and Non-parametric Tests 

We have encountered some problems that may infect statistical inferences. The first one was 

solved by accepting the subjectivist view, the second by grasping the idea that noninformative 

priors have a minimal overall effect on the data. Bayes’ theorem is to be used reiteratively. This 

is the principle of conditionalization at work, and it should serve as an antidote to potentially 

epistemically immodest claims. One further tangent I have yet to see exploited in the literature is 

related to hypothesis testing in statistics. Bayesian inference is usually considered non-

parametric. Our final concern is whether or not a normal distribution is a principle of uniformity 

of nature (Mittel, 2017). This appears to be the case, due to some of the ontological 

commitments bound up with the method.  

 

Parametric testing commits scientists to various assumptions. A PUN may be smuggled in due to 

assumptions used in hypothesis testing. Let us say a scientist wants to calculate via a hypothesis 

test. The scientist does not know which test to use. He/she must check assumptions. That is, we 

want to see whether or not our data follows a certain distribution pattern in these scenarios. 

Usually, parametric tests assume a normal distribution. Non-parametric tests do not (Kozyrkov, 

2020). The technique, I believe, to sidestepping the PUN problem and standing up for inductive 

inference as a practice in science is to minimalize ontological claims. 
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V. CONCLUSION 

When it comes to a blanket Humean objection we just sketched above, Bayesians live to fight 

another day. As far as a greater concern over whether the use of induction is rational or not, there 

is more to the story. Is a psychological propensity a logical method? As others in the philosophy 

of science have pointed out, it is not (O’Neil, 1989). Is inductive inference on Hume’s account 

methodological at all? Even Bacon’s simple enumerative induction is a more exhaustive account 

of how science works―especially if we consider crucial tests. Some have even called Bacon’s 

method “eliminative induction” due to its inclusion of them (Schwartz, 2017). Popper held that 

the crucial test involved an observation, which seems to be the inverse. Ultimately, we might be 

able to consider induction rational, given a disjunction between it and Hume’s scepticism. Is it 

more rational to think that the next raven I see is black over a brain-in-the-vat scenario? 

Can we deem any form of inductive inference deductively valid? This may indeed be a difficult 

philosophical challenge, although the Bayesians show us that this might be a meaningless star to 

pin on one’s chest. We have seen both that Humean skeptics have problems convincing us that 

the use of induction is not rational and that a problem of probability does not take 

conditionalization into account. It looks as if frequentist interpretations of probability have more 

trouble than subjectivist Bayesianism, and parametric methods are generally epistemically 

immodest. At this point, it looks as if the Humean sceptic he has to show something wrong with 

personal degrees of belief.  
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